Review of Testing Hypotheses

Basic Concepts of Testing Hypotheses




Null hypothesis (H, ) and alternative hypothesis (H,)
The alternative hypothesis of a statistical test is the hypothesis that the researcher

wishes to support.
The null hypothesis is the negation of the alternative hypothesis.

Test statistic
The test statistic of a statistical test is the sample statistic used to determine whether

or not to reject H .
Rejection region
The rejection region of a statistical test is the set of test statistic values that will lead

to H being rejected.

Decision and Conclusion
Decision to (or not to) reject H,, based on the comparison of test statistic to rejection

region.

Typel Error Rejecting H, when H, is true.
TypeIl Error Failing to reject H, when H, is false.

True State of Nature
H, True H, False
Reject H, Type I error Correct decision
Fail to reject H, Correct decision Type II error

«: Probability of committing a Type L error & = P(rejecting H,, | H, true)
[ Probability of committing a Type Il error P (failing to reject H, | H, false)
Power =1- 4

Level of significance
The upper bound of the probability of committing Type I error.

Commonly used level of significance: 0.1, 0.05, 0.025, 0.01, 0.005, ---




The p-value of a Statistical Test

p - value
The p-value of a statistical test is the probability that the test statistic reaches the

observed value or gets more extreme value.

Ho:luzluo Ha:,u>,u0
p-value = P(Z > z(obs)) (or p-value = P(t 3 ))

Ho:/uzluo HaI,U<,U0
p-value = P(Z < z(obs)) (or p-value = P(t Sl ))

Hy:pu=up, H,:p#u,
p-value = 2P(Z > ‘ Zons)

)

t(obs)

) (or p-value = 2P(t >

Reject H if p-value < a.




Example A random sample of size 100 has been drawn from a population
distribution. It is known that the sample means is 59 and the sample standard
deviations is 10. Find the p-value for the test H, : £ =60 vs. H,: u <60.

Example A random sample of size 100 has been drawn from a population
distribution. It is known that the sample means is 59 and the sample standard
deviations is 10. Find the p-value for the test H, : £ =60 vs. H,: u # 60.

Review of Statistical Inference: One-sample Problems




Statistical Inference About u




Point estimator of z£: g =X

X is an unbiased estimator of /.

Confidence interval for # when o~ is known:

o = o o .
X -2, T <u<X+z,, N (Large sample or normality is required.)

Upper confidence limit: £ < X +z, <
n

Lower confidence limit: 4> X -z,

o

Statistical test about :  (Large sample or normality is required.)
Hy:pu=u,
H,: A u>u,
B' ﬂ < ﬂ()
C' ﬂ * ﬂ()
Test Statistic: Z = Xty
o/\n
A Z>z,
H, isrejected if <B. Z<—z,

C. Z<-z,, or Z>z,,

A P(z22z,,)
p-value =< B. P(Z < Z(obs))
C.2P(Z2| 7y

)




Point estimator of ¢£: &=X

X is an unbiased estimator of f.

Confidence interval for £ when o is unknown:
= S = S
X—ty, =S U<X+t,,,,—— (Normality is required.
a2, n-1 \/; H al2.n-1 \/; ( y q )

Upper confidence limit: g < X + - %
n

Lower confidence limit: 4> X — [ %
n




Statistical test about :  (Normality is required.)

H,:p=p,

H,: A u>p,
B. < i,
C.u#h,

. X -

Test Statistic: ¢t = i}
S/\In

At>t,,

H, isrejectedif {B. r<—t,,
Cot <y OF 1214,

A P(t=1,,)

p-value =< B. P(tSt(obs))
C. 2P(12]1,,])
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Statistical Inference About p

Point estimator of p: p
P is an unbiased estimator of p.

Confidence interval for p:

T -
P=2Z4, M Zon p (Large sample is required.)
n
(=5
Upper confidence limit: p< p+z, p{1=p)
n
X 13(1— p)

Lower confidence limit: p=> p—




Statistical test about p:  (Large sample is required.)

H() : p = p()

H,: A p>p,
B. p<p,
C. p#p,

Test Statistic: Z =——2—Po

/M

n
A Z>z,

H, isrejected if <B. Z<—z,
C. Z<-z,, or Z>z,,

Statistical Inference About o>




Point estimator of 6% : 6% = §*

S? is an unbiased estimator of &°.

Confidence interval for o>
(n-DS* _ o (-DS

2 ="
X anna A anna

(Normality is required.)

(n-1S*

I-a,n-1

L (-8’
- 2
a,n-1

Upper confidence limit: ¢” <

Lower confidence limit: &>

2
Xy

=

—Somuauawn -




Statistical test about *:  (Normality is required.)
H, o’ = O-(?
H,: A. 0’ >0,
B. o’ <o}
C. o’ %0,

2
Test Statistic: y° = w
O-O

Ay >Z(§,n—l
H, isrejected if |B. < foavn,l
C. /1’2 < le—tx/Z,n—l or 12 > Zj{/z,nfl

A P(Z27,)
p-value =< B. P(ZZ Slz(obs))
C.2min{P(2’ <2 P(2 2 20}

Review of Statistical Inference: Two-sample Problems




Statistical Inference About 4, — (1,




Point estimator of 4, —u,: X, - X,
X, — X, is an unbiased estimator of &, — 4, .

Confidence interval for 4, — 1, when o7 and o are known:

2 2 2

Y _¥ o .0 Y _¥ o .0
X =Xy = Zopy [+ S~ S X, =Xy = Zpp [~ +—
noom nooom

(Large sample or normality is required.)

Statistical test about g, — ,:  (Large samples or normality is required.)
Hy:py =i, = A,
H, o A=, > A
B. 4 —u, <A,
C.ou—m, #A,

.. X, -
Test Statistic: Z =—1

R
>

C. Z<-z,, or Z>z,,

ob)

o)

C. 2P(z>\zobs)

A Z>z,
H, isrejectedif {B. Z<-z,

p-value=<B. P(Z

)




Point estimator of g, —,: X, - X,

X, — X, is an unbiased estimator of 4, — 1, .

Confidence interval for 4-4, when o} and o, are unknown (6?=0?):

- = 1 1 - = 1 1
X =Xyt pina2 Spo| =T SU— 1 S X =Xy o im0 Sy [ —F—
noon n,oon,

s+ s
"y n+n, -2

(Normality is required.)




Statistical test about £,
Hoph =, = A
H,: Ay

B. 4
C.

X—X -A,

1 1
7+7

Test Statistic: ¢t =

P

M

i, > A,
i, <A,
—l, #A,

(Normality is required.)

_1)S12+(

n, +n2

[s _ l(”l ”2_1)522]
» \I )

A t>tan+nz—2

H, isrejected if {B. t<—,, .,
C < ta/2n+n2

2 OF I>10,in2

(t (cbs)
-value = ( Liobs) )
C. 2P(t >t |)

Statistical Inference About x4, —u, :

0' ;tc)' Unknown




Point estimator of g, —u,: X, - X,
X, — X, is an unbiased estimator of 1, — /1, .

Confidence interval for -1, when o7 and o, are unknown (o # 67 ):

- = }52 S? - = S S2
Xl_Xz_tmz.v 71+723/‘1_ﬂ2SX1_X2+ta/2.v —+—
n.oon noon
(Normality is required.)
2
55
nnm 2
2 2 2 2
(Sl/nl) +(Sz/n2)

n —1 n,—1

V=

Statistical test about g, — 1,:  (Normality is required.)

Hy =y =A
H,: A u—u>A,
B. u,—u, <A,
C.ouy—u, #A,
Test Statistic: I—M
M 52
2 2\?
A. 1>, (Sl"'SZJ
noon,
H, isrejected if {B. r<—t, V= o =2
2 2
C. 1< zmv or t>1,,, (s2/n)"  (83/ny)
n -1 n,—1
(l obs)

p-value =< B. P(t_t(cbs))
C.2P(t2|1

)

obs)




Example An article in the Journal Hazardous Waste and Hazardous Materials
(Vol. 6, 1989) reported the results of an analysis of the weight of calcium in standard
cement and cement doped with lead. Reduced levels of calcium would indicate that
the hydration mechanism in the cement is blocked and would allow water to attack
various locations in the cement structure. Ten samples of standard cement had an
average weight percent calcium of X, =90.0, with a sample standard deviation of
5,=5.0, and 15 samples of the lead-doped cement had an average weight percent
calcium of X,=87.0, with a sample standard deviation of s,=4.0. Find a 95%
confidence interval for the difference in means, 1, — 4, , for the two types of cement.
It is assumed that weight percent calcium is normally distributed and that that both

normal populations have the same standard deviation.

Example (Continue) An article in the Journal Hazardous Waste and Hazardous
Materials (Vol. 6, 1989) reported the results of an analysis of the weight of calcium
in standard cement and cement doped with lead. Reduced levels of calcium would
indicate that the hydration mechanism in the cement is blocked and would allow
water to attack various locations in the cement structure. Ten samples of standard
cement had an average weight percent calcium of X, =90.0, with a sample standard
deviation of 5,=5.0, and 15 samples of the lead-doped cement had an average weight
percent calcium of x,=87.0, with a sample standard deviation of s,=4.0. Find a 95%
confidence interval for the differenc in means, £, — i, for the two types of cement.

It is assumed that weight percent calcium is normally distributed.




Statistical Inference About p, — p,

Point estimator of p, —p,: p,— P,

D, — D, is an unbiased estimator of p, — p,.

Confidence interval for p, — p,:

TP S (1=
ﬁl_Az_Za/z\/pl( P1)+1’2( p,)

n n,

A p(l-p) b, (1-p
S p—D S171_172_Zzz/2\/ l( l) 2( 2)

(Large samples are required.)




Statistical test about p, — p,: (Large samples are required.)

Test Statistic: Z =

=4,

—D, >4,

- p, <A,

—D, #A,

131_132_A0

\/131(1_131)_'_132(1_132)

n,

A Z>z,

H, isrejectedif {B. Z<—z,

C. Z<-z,, or Z>z,,

A P(Z2z,,)

p-value ={B. P(Z Z(obs))

)

C. 2P(Z 2|z,

Statistical Inference About ¢?/c?




Confidence interval for the ratio of the variances of two normal distributions:

SZ 0.2 SZ
1 1 1 : : :
g2 arzmetat = < g2 arzmta (Normality is required.)
2 0-2 2
. S? o’ _S?
Equivalent version : —————<—L<—LF
F o, S e
2 " al2,m-lny-1 2 2
2 2
. . .. o _S
Upper confidence limit: <=L F
Ly
o, S, :
2 2
. .. 0 S
Lower confidence limit: —4->——1——
0-2 S2 Fn,n,—l,nz—l
Forne,e
" Degrees o trodom fo the mumerator (r).
nN] 1 2 3 4 5 6 7 8 9 18 12 2 24 W N 6 12 o
1[39.86 4950 5359 5583 5724 5820 5891 5944 5086 6019 6071 6122 6L74 6200 6226 6253 6279 6306 6333
2| 7853 900 916 924 929 933 935 937 938 939 941 942 948 945 046 947 47 948 9.49
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6| 378 346 320 318 a1l 305 301 298 206 294 290 287 284 28 280 278 276 27 17
7] 350 326 307 286 288 283 a7 278 Am 270 267 26 25 25 25 28 251 249 247
8] 346 3l 9 28 27 267 262 25 1M .54 .50 246 242 140 13 ¥ M In 1D
2 9] 336 1m 131 26 261 255 251 247 244 242 238 3 23 228 22 B 221 218 116
E10) 320 292 273 2461 2852 246 241 238 238 2132 228 2 220 218 216 hi3 211 208 208
11| 323 286 266 254 245 239 234 23 225 2.21 T 212 210 208 205 203 200 197
12| 318 231 261 248 239 233 228 224 221 219 215 210 206 204 20l 19 19 193 190
13| 34 276 256 243 238 22 113 220 216 214 210 205 201 198 1.9% 193 190 188 188
W[ 310 273 252 239 231 224 219 213 202 210 205 201 196 194 191 189 186 18 180
15( 307 270 249 236 1M 221 216 211 200 206 202 197 192 190 187 145 182 1M 17
16| 305 267 246 233 224 218 213 2.09 2,08 203 199 154 1.89 1.85 . 1.B4 1.81 178 LTS 172
17| 303 264 244 231 222 215 210 206 203 2.00 156 151 186 184 1.81 L.78 175 172 169
E 18| 301 262 . 242 229 220 213 208 204 200 198 193 180 184 181 L8 1.7% L7 1589 166
9| 299 261 240 227 218 211 2.06 02 198 196 191 1.B6 181 179 176 LT3 170 167 1463
20| 297 259 238 225 .16 209 204 200 156 1.54 189 1.84 1.79 177 L4 LTl 168 164 161
2 206 25 23 223 214 208 202 1% 195 182 187 1§ L7 175 L1 16 16 16 15
‘22 295 256 235 12 213 206 201 197 193 1.90 1.36 1.81 176 LT3 LT 167 164 160 157
23| 294 255 234 221 211 205 L% 195 192 189 184 180 174 172 1 166 L& 15 155
24| 203 25 231 119 110 204 158 194 191 188 183 17 17 LM L6 Lled 18 LS 18
25| 29 25 232 .18 .09 0z 19 193 189 187 1.82 1 L7z 1689 166 1.63 L59 156 152
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Q0] 71 23 208 L4 185 L7 172 167 163 1.60 1.55 149 142 138 134 1.30 124 LIT LOO




Statistical test about 67 —0o;:  (Normality is required.)

H,:00-0,=0
H,: A o' -0;>0
B. 0’ -0} <0
C. o/ -0;#0
SZ
Test Statistic: F =—L
S
2

A F>F,, ..

H, isrejectedif <B. F<F_,, .,

C. F<F17a/2,n|71,nrl or F>Fa/2,n|71,nzfl

H, isrejectedif A. F>F,, ., This is an alternative way to make decision.

B. F<¥’ ".Fi—amn:L
F, o Fa,n,m

a,m—=1,n~1

1
F or F> FalZ,nl—l,nz—l .
al2,n,~1,m~1

C. F<

A P(F 2 F(obs))

p-value =< B. P(FSF(obs))
C. Zmin{P(FSEobs))’P(FZEObs))}




Example (Continue) An article in the Journal Hazardous Waste and Hazardous
Materials (Vol. 6, 1989) reported the results of an analysis of the weight of calcium
in standard cement and cement doped with lead. Reduced levels of calcium would
indicate that the hydration mechanism in the cement is blocked and would allow
water to attack various locations in the cement structure. Ten samples of standard
cement had an average weight percent calcium of X, =90.0, with a sample standard
deviation of 5,=5.0, and 15 samples of the lead-doped cement had an average weight
percent calcium of x,=87.0, with a sample standard deviation of s,=4.0. It is assumed
that weight percent calcium is normally distributed. Using & =0.1, check if there is

any significant difference between two population variances.

Some Examples




Example A random sample of 400 nightlights was tested, and 40 lights were found
defective. Construct a 90% confidence interval of the true fraction of defective

nightlights.

Example In a discussion of SAT scores, someone comments: “Because only a
minority of high school students take the test, the scores overestimate the
ability of typical high school seniors. The mean SAT mathematics score is
about 519, but I think that if all seniors took the test, the mean score would be
no more than 450.” A test was given to a random sample of 500 seniors from
California. These students had a mean score of 461. Is this good evidence
against the claim that the mean for all California seniors is no more than 450?
Assuming that the population standard deviation is 100. Use a=0.01.




Example Muzzle velocities of eight shells tested with a new gunpowder yield a sample
mean of 2,959 feet per second and a standard deviation of 39.4. The manufacturer
claims that the new gunpowder produces an average velocity of no less than 3,000 feet
per second. Does the sample provide enough evidence to contradict the manufacturer's
claim? Use a =0.05.

Example A machine in a certain factory must be repaired if it produces more than 10%
defectives among the large lot of items it produces in a day. A random sample of
100 items from the day's production contains 15 defectives, and the foreman says
that the machine must be repaired. Does the sample evidence support his decision

at the 0.01 significance level?




Example A hospital administrator suspects that the delinquency rate in the payment
of hospital bills has increased over the past year. Hospital records show that the
bills of 48 of 1284 persons admitted in the month of April have been delinquent
for more than 90 days. This number compares with 34 of 1002 persons admitted
during the same month one year ago. Do these data provide sufficient evidence
to indicate an increase in the rate of delinquency in payments exceeding 90
days? Test using 0=0.10.

Example A company employing a new sales-plus-commission compensation plan
for its sales personnel wants to compare the annual salary expectations of its
female and male personnel under the new plan. Random samples of 25 female
and 20 male sales representatives were asked to forecast their annual incomes
under the new plan. Sample means and standard deviations were

X = $31083. X, =829745. 5, =3$2312. 5, =$2569.

Do the data provide sufficient evidence to indicate a difference in mean
expected annual income between female and male sales representatives? Test
using 0=0.05. It is assumed that the population distributions are normal and
the population variances are the same.




Example A company employing a new sales-plus-commission compensation plan
for its sales personnel wants to compare the annual salary expectations of its
female and male personnel under the new plan. Random samples of 25 female
and 20 male sales representatives were asked to forecast their annual incomes
under the new plan. Sample means and standard deviations were

X, =$31083, X, =8$29745, 5, =$2312, 5, =$2569.

Do the data provide sufficient evidence to indicate a difference in mean

expected annual income between female and male sales representatives? Test
using a=0.05. It is assumed that the population distributions are normal.

Example A company employing a new sales-plus-commission compensation plan
for its sales personnel wants to compare the annual salary expectations of its
female and male personnel under the new plan. Random samples of 25 female
and 20 male sales representatives were asked to forecast their annual incomes
under the new plan. Sample means and standard deviations were

X = §$31083. x, =829745. 5, =$2312. 5, =$2569.
Do the data provide sufficient evidence to conclude that the two population

variances are different? Test using a=0.05. It is assumed that the population
distributions are normal.




Example A pharmaceutical company uses a machine to pour cold medicine into bottles
in such a way that the standard deviation of the weights is 0.15 oz. A new machine is
tested on 71 bottles, and the standard deviation for this sample is 0.12 oz. Is there
enough evidence to conclude that the new machine can fill bottles with lower standard

deviation? Use 0.05 as the significance level. It is assumed that the population

distributions are normal.

Example Approximately 1 in 10 consumers favor cola brand A. After a
promotional campaign in a sales region, 200 cola drinkers were randomly
selected from consumers in the market area and were interviewed to determine
the effectiveness of the campaign. The result of the survey showed that a total of
26 people expressed a preference for cola brand A. Do these data present
sufficient evidence to indicate an increase in the acceptance of brand A in the
region? Use 0=0.05.




Example Alcohol abuse has been described by college presidents as the number
one problem on campus, and it is an important cause of death in young adults.
How common is it? A survey of 17,096 students in U.S. four-year colleges
collected information on drinking behavior and alcohol-related problems. The
researchers defined “frequent binge drinking” as having five or more drinks in
arow three or more times in the past two weeks. According to this definition,
3314 students were classified as frequent binge drinkers. Find a 95%
confidence interval for the proportion of frequent binge drinkers.

Type I Error, Type II Error and Power of Statistical Test




Example It is known that there are three balls in a bag. The balls may have red or green
color.
H,: There are more red balls than green balls in the bag. (2 or 3 red ball)
H_ : There are more green balls than red balls in the bag. (0 or 1 red ball)
One ball is drawn from the bag at random. Reject H|, if the ball is green.

a. Find the level of significance of the test.

Example It is known that there are three balls in a bag. The balls may have red or green
color.
H,: There are more red balls than green balls in the bag. (2 or 3 red ball)
H : There are more green balls than red balls in the bag. (0 or 1 red ball)
One ball is drawn from the bag at random. Reject H|, if the ball is green.

b Find the power of the test.




Example A certain machine manufactures parts. The machine is considered to be
operating properly if 5% or less of the manufactured parts are defective. If more than
5% of the parts are defective, the machine needs remedial attention. A random sample
of ten parts is selected to conduct the test.

H,:p<005 vs. H :p>0.05
Let X be the number of defective parts in the sample. Reject H, when X > 2.

a. Find the level of significance of the test.

Example A certain machine manufactures parts. The machine is considered to be
operating properly if 5% or less of the manufactured parts are defective. If more than
5% of the parts are defective, the machine needs remedial attention. A random sample
of ten parts is selected to conduct the test.

H,:p<005 vs. H,:p>0.05
Let X be the number of defective parts in the sample. Reject H, when X > 2.

b Find the power of the test when p =0.1and p =0.2.




Example The mean contents of coffee cans filled on a particular production line are
being studied. Standards specify that the mean contents must be 16 oz, and from the
past experience it is known that the standard deviation of the can contents is 0.1 oz.
The hypotheses are :

Hy:u=16 vs. H, :u#16.
A random sample of nine is used for the test using significance level o =0.05. It is

assumed that the population distribution is normal.

General case:
A statistical test H : it = pi, vs. H : it # p1, is conducted. A random sample of size n
is used for the test using significance level ¢. It is assumed that the population

distribution is normal and that the population variance ¢ is known.

L X -
The test statistic is Z = o

o/n

Find the probability of type II error and the power of the test if the true population

H, is rejected if ‘ Ziovs) | > Zasa -

mean is 4, =f+3.




ﬁ(M):P[_ZaIZ —o2 <7< Zan _5gj

It can be seen that (4, ) is a functionof n, 8, and & for known o.

Operating Characteristic Curves ( O-C Curves )
10

T T 33 T T T T T T

- Vertical axis: S

/ : Horizontal axis: d :m
0.6 -

0.4

A\
AN

BMFIGURE 4.7 Operating-characteristic curves for the two-sided normal test with ¢ = 0.05.
(Reproduced with permission from C. L. Ferris, F. E. Grubbs, and C. L. Weaver, “Operating Characteristic Curves
for the Common Statistical Tests of Significance,” Annals of Mathematical Statistics, June 1946.)

Comparing Multiple Population Means - ANOVA




Treatment Ohservations Toaal Averape

1 M Mz e M X h
2 Ya | ¥a | = Vin ¥ Y.,
d .l'.n: } i 'l‘ﬂ .I'a r:
¥ i
Hy:py=p,=-=H,
H , : At least two treatment means differ.
SSTolal = Z (yz:f - y)z
i=1 j=1
SSError = Zz(yu - y‘)z = z(ylj - yi.)z +Z(y2j _yi.)z +eet Z(yaj - yi.)z
i=1 j=1 j=1 j=1 j=1
N - =2
SSTreatments = Zni (yz - y)
i=1
SSTmal = SSError + SSTrealmems

=1 j=1

0,77 =330y - T+, -5 )
i=1 j=1 i=1

Source d.f. SS MS F
Treatments | a-1 PRACES S MS 1 ment
Z reatments
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Example A manufacturer of paper used for making grocery bags is interested in
improving the tensile strength of the product. Product engineering thinks that tensile
strength is a function of the hardwood concentration in the pulp and that the range of
hardwood concentrations of practical interest is between 5% and 20%. A team of
engineers responsible for the study decides to investigate four levels of hardwood
concentrations : 5%,, 10%, 15%, and 20%. They decide to make up six test specimens
at each concentration level, using a pilot plant. All 24 specimens are tested on a

laboratory tensile tester, in a random order. The data are shown in the table.

Observations
Hardwood
Concentration (%) 1 2 3 4 5 6
5 7 8 15 11 9 10
10 12 17 13 18 19 15
15 14 18 19 17 16 18
20 19 25 22 23 18 20

Use the analysis of variance to test the hypothesis that different hardwood concentrations

do not affect the mean tensile strength of the paper.




Tensile Strength of Paper (psi)

Observations
Hardwood
Concentration (%) 1 2 3 4 5 6

H 7 3 15 11 9 10

10 12 17 13 18 19 15

15 14 18 19 17 16 18

20 19 25 2 3 18 20

Source d.f. SS MS F

Treatments 3 382.79 127.5967 19.6046

Error 20 130.17 6.5085

Total 23 512.96
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